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Abstract
Since Platon, the status of pictorial representations has been controversial. On the 
one hand, pictures were considered as inferior to words when it came to express-
ing abstract thoughts. On the other hand, an almost magical aura has been attribut-
ed to them. This ambivalent attitude has prevailed to the present day, with all kinds 
of newly invented pictorial media such as photography or virtual reality evoking re-
actions that range from greatest enthusiasm to utmost skepticism.
Against this background, my talk makes an attempt at clarifying the differences be-
tween communicative language use and communicative picture use. This leads me 
to some remarks on the dependence of both language and picture uses on a mul-
timodal context of communication, which ultimately results in two hypotheses: (1) 
The use of pictures is as fundamental as the use of language. (2) Visual perception 
is more suitable for (developing) those (interrelated) kinds of communication than 
other kinds of perception. 
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Introduction

Considering myself as a philosopher, the following remarks are meant primarily as con-
cerned with conceptual clarification, in this particular case with clarifying the concept of 
“picture”. This task might be classified as a kind of applied philosophy. A satisfying con-
ceptual clarification of the concept “picture” is supposed to give a clear understanding of 
the specific functions pictures perform within communicative contexts. In consequence a 
better understanding of communicative processes in general can be achieved since these 
processes normally combine verbal and visual aspects. The combination of verbal and 
visual aspects gives a particularly salient example of what is increasingly described as 
“multimodality”. Multimodality is therefore a central topic in the following paper. I would 
like to address this topic by defending two hypotheses: 

I.  The use of pictures is as fundamental as the use of language.

II.  Visual perception is more suitable for developing those (interrelated) kinds of com-
munication than other kinds of perception. 

Both of these hypotheses are so general that it is impossible to really give a proof for 
them. All I can do here is, first, to elaborate a little on the meaning of my hypotheses, 
and, second, to add some remarks on why I find them plausible. The elaborations I am 
going to present relate to the communicative functions of different sign systems, to dif-
ferent concepts of multimodality, and to the relations between our senses and the differ-
ent sign systems. Let’s start with the first hypothesis: Why should we hold visual com-
munication to be as fundamental as verbal communication? 

What is special about pictures?

In order to make this claim plausible, I am going to give some basic remarks on the ad-
vantages and disadvantages of using pictures in contrast to using words or sentences. 
What is special about pictures and the use of pictures? There are of course various pe-
culiarities, but I would like to emphasize just one property as most fundamental: Pic-
tures are concrete or specific and, being so, allow us an immediate (perceptual) access 
to the objects depicted. Using pictures is therefore suitable for orientating spatially and 
grasping (topological) information more quickly/intuitively, for immersive illusions and 
the evocation of emotional reactions and for structuring abstract facts and representing 
something as a model. 
 Imagine a man is crossing a street. If you relate this to someone with the sentence “A 
man is crossing a street”, the sentence leaves open, e.g., whether the man is wearing a 
hat. Thus, verbal communication tends to be more abstract, ascribing just certain prop-
erties to certain objects. You might of course describe the scene in more detail. With lan-
guage you might indeed give a very detailed description and evoke mental images sim-
ilar to the ones evoked by pictures. But on the one hand this is not the standard use of 
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language. On the other hand it does still not give you the information simultaneously so 
that at least the relations between the diverse aspects pictures present are not as easi-
ly accessible in a verbal description. Therefore, one might say that pictures are percep-
tion-based signs providing us with a perceptual basis for their interpretation and under-
standing (cf. Sachs-Hombach 2013, 73ff.). Language is only partially able to imitate this 
property of pictures, and has to work hard to do so.
 But using pictures also has some disadvantages. Compared to language, they pos-
sess less communicative means (e.g. conditionals or tenses), no explicit truth conditions 
and less meta-communicative elements. Using pictures is therefore less suitable for re-
flecting upon the actual communicative process, for representing abstract relations and 
for explicating or defining concepts.
 At this point, one should distinguish two aspects of communicative power. In my un-
derstanding, language is the more powerful communicative instrument in terms of how 
many different things you can do with words. Language allows you to do almost every-
thing, also imitating other sign systems. Language is therefore a rather universal tool. 
But the costs are sometimes very high. It is often much easier to show something than 
to describe it. Thus, language is in some respects less powerful in terms of efficacy. 
 Being the more universal tool, language is particularly suitable to express complicat-
ed conditionals rather easily. Negation is one of the simpler aspects pictures are sup-
posed to have difficulties with. You might also use pictures to express a negation with 
the help of additional signs or in a specific context. Pictures are also able to imitate oth-
er sign systems to some degree, e.g., by being very abstract. This probably applies to all 
more complex sign systems. But the costs are very high. The more one tries to imitate 
language with pictures, e.g., as an international pictures language (like Otto Neurath has 
designed one), the less they are still pictures in a full sense. One might say that they be-
come just substitutes for words or concepts in these cases. 
 It should have already become plausible that pictures do poorly in meta-communi-
cative affairs since they tend just to show something. In particular, pictures are not suit-
able for definitions. Imagine to define what a picture is by just using a picture. Of course, 
there are exceptions. You might use a picture for presenting a norm. But for presenting 
a norm you usually need a verbal context to do so. Pictures within art are also very spe-
cial. They are able to give you a better understanding of abstract concepts such as the 
concept of hope, the concept of despair, or the concept of injustice. But this kind of pic-
torial representation of abstract concepts would not count as definition. 
 This gives us a hint regarding the answer to the question why pictures have been eval-
uated so ambivalent throughout history. My characterization suggests that the ambiva-
lent opinions and evaluations people have about pictures are a result of emphasizing on 
the advantages of pictures and the one side and on their disadvantages on the other side. 
Since the advantages and disadvantages are mutually dependent, you normally cannot 
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have the advantages without getting the disadvantages as well. I would like to call the 
conceptual basis for this dependency the semantic anomaly of pictures. Understanding 
this anomaly is very helpful for better understanding what makes pictures so special. The 
anomaly stems from the fact that the meaning of pictures is at the same time more and 
less determined (compared to the meaning of verbal texts). The meaning of pictures is 
more determined since we are able to convey an immediate impression of a scene (close 
to perception). But it is less determined due for two reasons: On the one hand, the refer-
ents/facts of the matter are not explicitly distinguished (there are no proper names with-
in pictures) and their existence is not guaranteed by perception alone, and on the other 
hand, the communicative meaning (the “message”) is less determined and remains often 
vague due to its sensitivity to the context of use.
 One might further clarify this claim by explicitly distinguishing the different levels of 
meaning just mentioned. It is important here that these different levels are connected 
with different processes of interpretation. First and most importantly with regard to pic-
tures, there is the content. This is what one sees in a picture. The content is mainly at-
tained by perceptual and cognitive mechanisms. You might, e.g., recognize a mountain 
in a picture. Second, there is the reference of the picture. This is what the picture stands 
for. This would then be not just some mountain but one particular mountain, in this case 
Mount Fuji. In order to determine the reference, you must already have determined the 
pictorial content, and you need additional knowledge of the pragmatic context since the 
content alone always gives you a variety of possible referents. Third, there is the sym-
bolic meaning. This is what pictures allude to. This seems to me more important in the 
case of pictures than in the case of language. It certainly requires a determination of the 
pictorial content, but the symbolic meaning is also based on the cultural background of 
the participants in the communicative process. That a lion can be used as a symbol of 
Christ (as it is the case in Narnia) has to be learned. As in many cases, the picture itself 
does not indicate the specific symbolic meanings. Fourth and finally, there is the com-
municative meaning. This is what is intended with the use of the picture. One might call 
this the message of the picture. Here you need not only all the processes already men-
tioned: perceptual mechanism and knowledge of context and culture. You also need at 
least some communicative capacities such as those stated as conversational maxims 
by Grice.
 Understanding a picture relies mainly on perceptual, namely visual competences. This 
applies particularly to the content of pictures. In contrast, the question which referents 
pictures have cannot be decided by just perceiving a picture. Also, the symbolic meaning 
of pictures depends primarily on additional cultural knowledge. Finally, depending on the 
different meaning aspects, the communicative meaning of pictures is normally vague. 
Although rooted in visual perception, one nevertheless needs conceptual knowledge in 
order to understand a picture, e.g., knowledge about conventions of depiction, about dif-
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ferent pictorial systems, and about the cultural standards and contexts of picture uses 
(picture-games). So: Pictures are special. But why should they be considered as being as 
fundamental as language?
 Here is the core argument that I will only be able to briefly outline: If one compares 
picture and language competences, one can give reasons for both the claim that using 
language presupposes picture competence and the claim that using pictures presuppos-
es language competence. If one can justify both claims, a mutual dependency would have 
been proven (like the one between egg and hen). The origins of language use and pic-
ture use should then be regarded as equally fundamental, as developing gradually, and 
as mutually interdependent (cf. Schirra & Sachs-Hombach, 2013). 
 Why should picture use then be considered as prior to language use? Picture compe-
tence seems, in its basic aspect (interpretation of content), much more simple than lan-
guage competence, as pictures rely mainly on perceptual processes whereas languag-
es have a complex syntactical structure, are determined by various rules, and are thus 
able to provide the more universal tool for communication. The complex derives from the 
simple. 
 However, picture perception is not a self-evident competence and, therefore, is nor-
mally not ascribed to animals. In particular, seeing something in a picture, i.e., identify-
ing some object as a particular and persistent object, requires various abilities, name-
ly the ability to transcend the actual context and compare what you perceive in a picture 
with what you have seen earlier in a different context. It needs some conceptual compe-
tence which is here (according to Jörg Schirra) called “context building” and which is nor-
mally viewed as an essential part of language competence. 
 If both arguments are convincing, as I believe they are, picture competence and lan-
guage competence are mutually dependent. The crucial question then becomes how 
both competences interact in order to transcendent the actual context and to finally allow 
us to switch arbitrarily between different contexts. How can context building be achieved 
by combining picture competence and language competence? Context building is nor-
mally considered as being the basis for propositional language. At the same time, prop-
ositional language is the main device for building contexts. In order to avoid a circular 
structure in explaining language and context building, we should assume some early 
form of perception-based signs allowing a co-evolution of picture competence and lan-
guage competence: A shape of a stone might have deceived an observer to mistake the 
stone for an animal. The crucial step is the ability to recognize this situation not only as 
a deception but to transform the deception into an immersive mode so that the perceiv-
er is then able to recognize the form of the stone as similar to the form of some animal. 
This kind of context building needs, of course, to be stabilized by the integration of some 
early form of socially coordinated language but it seems to be much more difficult to ex-
plain the ability of context building without including some pictorial aspects.
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 Empirical support for this rather speculative proposal might be derived from the work 
of Michael Tomasello (2008), who considers gestures as the basic achievement towards 
human communication. In particular, iconic gestures are similar to what I have described 
with regard to picture competence and picture use, as using iconic gestures entails the 
ability to interpret the form of a gesture as the form of something that is not present in 
the actual context. 
 Thus, the first part of my paper leads me to the thesis that the transition towards be-
haviourally modern humans can only be explained in the context of a theory of multimo-
dality. This means that verbal communication is always imbedded in forms of non-verbal 
communication combining different communicative modes that cause very specific com-
municative effects. The overall communicative meaning depends on the functions the dif-
ferent semiotic modes have been assigned within the communicative act. The most gen-
eral function pictures are good at performing is visualization. Pictures might therefore 
be considered as functioning analogue to predicates. A very general translation of a pic-
ture would than be: “… looks so and so”. Compared to pictures, language can perform 
very different functions. With language one is able to assign a certain property to an ob-
ject. This is normally done with a proposition. There are now different ways to combine 
verbal and pictorials elements, but considering what pictures can do best, namely visu-
alization, it suggests itself that language in this case specifies the concrete object that is 
characterized by the picture. Pictures and language taken together can be used to form 
a proposition that avoids the referential disadvantage of picture and providing perceptu-
al basis for the interpretation. 

The economy of senses

I am now turning to my second hypothesis. Up to now I have mainly discussed sign sys-
tems and multimodality in the sense of semiotic modes. I shall now briefly comment on 
what is meant by “multimodality” and will then come to the question that is at the core 
of my argument: How are the different sign systems related to the different senses and 
what reason can be formulated in order to justify my claim that the visual sense is more 
fundamental in the context of communication, at least more suitable for developing our 
communicative capacities, than other senses? 
 The term “multimodality” is used with very different meanings. In our contexts two 
meanings are relevant: multimodality in the semiotic sense and multimodality in the per-
ceptual sense. “Multimodality in the semiotic sense” denotes combinations of resources 
from at least two sign systems. These resources deliver the material basis and are part 
of what we normally call “media”. Communication is multimodal in the sense of semiot-
ic resources if two or more modes are involved. 
 The text-image-relation is a standard example of multimodality in the semiotic sense, 
that, for instance, Gunther Kress and Theo van Leeuwen are mostly interested in (cf. 
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Kress & van Leeuwen, 2001; cf. also Stöckl, 2004). Imagine, e.g., a traffic sign where text 
and image are combined in such a way that a driver can quickly understand the direc-
tions indicated in the sign (cf. Kress, 2010, 3ff.). In this example, the modes of text and 
picture function complementarily as the text usually denotes or names the relevant ob-
ject and the picture provides quick orientation about the object named. The main aspect 
that is still discussed controversially in this context is the concept of „mode“. According 
to Kress, a mode is “a socially shaped and culturally given semiotic resource for making 
meaning. Image, writing, layout, music, gesture, speech, moving image, soundtrack and 
3D objects are examples of modes used in representation and communication.“ (Kress, 
2010, 79) It is not clear, however, whether, e.g., color should be regarded as a mode in it-
self, whether there are elementary modes, or to what extent modes are stable sign com-
plexes. 
 Within a communicative act, the semiotic resources must, of course, be perceived 
and interpreted in a certain way. The different perceptual channels or perceptual modes 
are the elements for a multimodal communication in the perceptual sense. This second 
meaning of “multimodality” is the standard meaning within psychology and neurophysi-
ology. The main question here is how humans form coherent, valid, and robust percep-
tions by processing sensory stimuli from different perceptual modalities. This is called 
the binding problem. There is a broad consensus that a perception always integrates dif-
ferent sensory stimuli in order to create a coherent understanding of the world. The as-
sumption normally is that the stimuli of single senses often remain uncertain and ambig-
uous and therefore have to be determined by the integration of other senses. Within this 
integration, the visual sense in particular is said to bias information of the other senses. 
According to the Modality Appropriateness Hypothesis (Welch and Warren, 1980) this al-
so depends on the specific task at hand, e.g., time estimates rely more on hearing, local-
ization more on vision. 
 The two aspects or dimensions of multimodality, semiotic multimodality and percep-
tual multimodality, are certainly different, but they are also related. The anthropologi-
cal case I have mentioned entails a combination of spoken language and pictorial ele-
ments so that it exhibits multimodality in both senses: semiotic multimodality through 
the integration of verbal and pictorial elements, and perceptional multimodality through 
the integration of auditive and visual stimuli. But this is not necessarily so. If you have a 
written text combined with pictures, as is the normal case in newspapers or books, it is 
multimodal only in the semiotic sense and monomodal in the perceptual sense since on-
ly or mainly visual perception is involved in perceiving text and picture. Examples where 
you have perceptual multimodality but semiotic monomodality are more difficult to find 
since one might expect that the combination of different stimuli always needs as percep-
tual basis different sign systems. If you, e.g., read a text (as you do with this paper) and if 
you would listen at the same time to me reading this text aloud, then one would never-
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theless count writing as a sign system on its own that is different from spoken language. 
But this depends, of course, on how you define “mode” or “resource”. Imagine the case of 
a tactile picture that you view and touch at the same time. It would certainly be a multi-
modal perception, but would such a picture be described as using in the semiotic sense 
a single mode or two different modes? 
 Whatever this case may be: Although the two phenomena of multimodality seem to 
be rather independent or at least seem to be located on different levels, the relation be-
tween sign systems and their perception is not arbitrary. Spoken language is mainly re-
lated to hearing, written language is mainly related to seeing, and pictures are mainly re-
lated to seeing as well. Listening to spoken language might involve tactile qualities but 
it would sound strange to say that someone perceives visually what someone is saying. 
We can see gestures and infer from them what someone is saying or, more prominent-
ly, we can see the movements of lips and then use these movements for understanding 
spoken language. But these cases are very specific and allow lips movements to be tak-
en as a separate mode. So, we can conclude that there is a certain flexibility in adapting 
senses to different sign systems or in adapting different sign systems to different senso-
ry qualities, but that there is also a standard relation between specific sign systems and 
specific senses or perceptual stimuli. 
 It is important to note that the sign systems are not only related to specific senses but 
that there are also differences concerning the concrete mechanism of the relevant per-
ceptual processes. The perception of picture and the perception of written language are 
both forms of visual perception but they are different in nature. In the case of language 
perception, one has to identify letters and words. This is a kind of pattern recognition. 
The semantic interpretation is an additional step that does not need perceptual compe-
tences. Contrary to this, the perception of pictures might also be characterized as pattern 
recognition but already includes a semantic interpretation insofar as the identification of 
various properties as patterns leads to determining something as something particular. 
To recognize an object in a picture as a particular object is essentially assigning a mean-
ing to certain shapes and colors. Contrary to this, written language entails the alphabet 
as an additional level so that the perceptual process has primarily to determine the sin-
gle elements, i.e., the letters. The meaning of the words and sentences has then to be 
constructed on the basis of the recognized letters. 
 Building on these conceptual remarks on different meanings of multimodality, I am 
now going to finally discuss the reasons for my second hypothesis: Why should visual 
perception be considered as more important than other kinds of perception? I would like 
to examine three reasons for my claim. 
 1) It is an advantage to combine different perceptual channels with different sign sys-
tems in order to relieve our cognitive system (less interference between the tasks in-
volved). In particular, the initial context building becomes easier if the combination of 
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verbal and pictorial elements, of speaking and showing, is organized and processed by 
different sensory stimuli and by separate perceptual channels. The ability to recognize 
a certain object is therefore improved once that object has been connected with a spe-
cific visual shape, like some kind of logo. Empirical support for this claim might be tak-
en from an extended dual coding theory (cf. Paivio, 1986). This is particularly important 
when verbal and pictorial elements serve different tasks. In the context of the initial con-
text building, the verbal element is primarily important for naming or denoting a specif-
ic object in a socially controlled manner whereas the pictorial element is mainly impor-
tant to provide an empirical basis for perceptually determining this object. Accordingly, 
the interpretation of pictorial elements can profit from our complex perceptual process-
es that are able to detect and identify certain stimuli. An extreme case would be a per-
ception where an object is mistaken to be some other object. Here, the crucial step is to 
understand such a delusion as a delusion without then removing the erroneously per-
ceived object completely from the focus of attention but instead socially controlling it by 
the means of an additional auditive stimulus that asks for a shared attention of the ob-
serving group. In summery: Visual perception is more suitable for developing our capac-
ity of communication than other modes of perception as it is able to provide in the very 
beginning of our communicative capacities a better supplement to spoken language. 
2) The visual sense and the auditive sense are distance senses. They give us as distance 
senses most of the information we need for orientating in the world whereas taste and 
smell are more related to our close surroundings. Eyes and ears are therefore better 
candidates for obtaining an overview. As is well known, McLuhan has intensely argued 
for the ear and against the eye assuming that the ear is the actual “human” sense that 
has been suppressed by the eye after the invention of the alphabet (cf. McLuhan, 1964). 
He gives two reasons for this. The auditive sense is more able to stimulate other sens-
es and it allows us better, via imaginative components, to connect with the world and 
to join or unify the different senses and sensorial contents. Slightly different in the as-
sessment of the senses, I would assume that the transition towards behaviourally mod-
ern humans presupposes as well the visual sense. This transition is probably accompa-
nied by the impact of visual media in the basic sense of gestures or cave paintings that 
could have evolved only with the support of the visual sense. Pictures in particular are 
able to deliver perception-based contexts and can therefore support orientation and lo-
calization. They can be used as (topological) models and can thus provide us with some 
kind of overview. Moreover, pictures are convenient means for storing, reproducing, and 
sharing perceptual impressions. I think that this is not just a technical aspect. The abili-
ty to store information via pictures (and later via writing) is rooted in the specific advan-
tages pictures and the related visual perception possess.
3) As a third reason, one might argue that the visual sense, compared to the other sens-
es, is a more complex sense. Assuming that the more complex a sense is the more able 
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it is to contribute to human development, it would be likely that the visual sense ex-
erts a stronger impact on our communicative capacities. The claim that the visual sense 
is more complex than the other senses can be supported by the findings of the Gestalt 
psychology. According to the Gestalt psychology, the figure-ground-distinction is a very 
general property of all kinds of perception. While listening to music you can, e.g., distin-
guish between the melody as figure and other sounds as background. The visual sense 
is in so far more complex as it allows in addition a differentiation in depth. 

VexierBild Ägypterin/candle stick, from: http://www.explora.info/images/pressefotos/vexiAegypterin_m.jpg

In many cases, the figure appears to be in front of the ground. As is demonstrated in this 
illustration, the figure is not necessarily in the front. The differentiation of different levels 
of depth (that is used widely in movies) is here organized according to the law of good 
gestalt emphasizing the (one) face as the most familiar figure. As a consequence, the 
candle is not seen as part of the figure but in front of it. This correlates with our ability to 
adjust our eyes to different distances, thus being able to change the focus of our visual 
perception. The perception of depth becomes in particular possible in relation to the ori-
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entation of our eyes that diverge more or less from parallels (cf. Schirra & Kondor, 2016). 
The visual sense is therefore much more suitable for orientation and localization. And 
this is the supplement that fits best into the original communicative scenario described 
as initial context building. 

Conclusion

The initial assumption in my paper is that communication should be considered in gen-
eral as being always multimodal. I have argued that this assumption can be backed by 
an argument concerning the development of our communicative capacities. According 
to this argument, language competence is as fundamental as pictures competence. As 
far as this argument is convincing, it also follows that visual perception should be re-
garded as more suitable for developing our communication capacities than other kinds 
of perception. 
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